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Abstract 

We examined the auentional ensitivity of the frequency-change mismatch negativity (MMN). Subjects listened 
to a binaural mixture of a narrati ve and a series of tone bursts that included 1200-Hz tandards and two deviants 
(1000 and 1400Hz). In the attend-tones condition , subjects responded to one deviant and ignored the narrative . 
In the attend-words condition, subjects responded to target words in the narrative and ignored the tones. Event
related potentials (ERPs) were recorded for the tones, and difference waves (deviant ERPs minus standard ERPs) 
were computed. Two negative peaks in the difference waves, DNI (100- 180 ms) and DN2 (200-300 ms), over
lapped the known scalp distribution and latency of the MMN . Mean DNl and DN2 amplitudes were greater in 
the attend-tones condition than in the attend-words condition . These data uggest that the frequency-change MMN 
is modulated by nonspatial shifts of auditory attention . 

Descriptors: Auditory event-related potential , Mismatch negativit y, Selective attention 

One component of the auditory event-related potential (ERP) 
the mismatch negativit y (MMN) - is r.hought ro reflect the action 
of neural mechani ms that automatically detect physical changes 
in a stream of auditory stimulation (Naiitiinen , 1990). The MMN 
is experimentally elicited by sudden changes in the physical prop
erties of repetitive, brief auditory stimuli . Early evidence for the 
MMN appeared in studies that manipulated the probabilities of 
stimuli differing in intensit.y, frequency , or duration (Ford , 
Roth, & Kopell, 1976; Snyder& Hillyard , 1976; Squires, Squires, 
& Hillyard, 1975) . In these studie , the MMN appeared as an 
increase in the voltage in the latency range of the N2 component 
of the ERP elicited by low-probability timuli . Later studies 
isolated the MMN from the N2 and plotted it as a component 
of the difference wave formed by subtracting the ERP for 
high-probability stimuli (or standards) from the ERP for the 
low-probability stimuli (or deviants) (Naiitiinen, Gaillard, & 
Miintysa lo, 1978, 1980; Sams, Alho , & Nliii tanen, 1983; Sams, 
Paavilainen, Alho, & Niiatanen, ~ 985). 
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Source localization results show that the MMN arises from 
two distinct sources that are spatiaiiy separate but temporally 
overlapping (Scherg, Vajsar, & Picton , 1989) . The early source 
(MMNa) corresponds closely to theN I dipole source- a verti
cally oriented dipole on the upratemporal plane in the audi
tory cortex. This source apparently does not respond to small 
amounts (less than IOo/o) of frequency deviance, and its peak 
activity closely overlaps that of theN I source in time. The later 
source (MMNb) corresponds to a more anteriorly located dipole, 
and it responds to decreasing amounts of frequency deviance by 
decreasing in amplitude and increasing in latency. The scalp olt
age of this later source tends to be greater over frontal areas than 
at the vertex. 

The MMN has a special functional significance in models of 
auditory information processing (Niiatanen , 1990; Novak, Rit
ter, & Vaughan , 1992). In these models , auditory information 
is processed by two parallel and imultaneously active mecha
nisms. One mechanism is voluntarily controlled and maintains 
an attentional trace, such as a stimulus et, which facilitates pro
cessing of stimuli with attended properties and is associated with 
the processing negativity (PN) and an N2-P3 complex in the 
associated ERPs . A second mechanism operates automatically, 
without the benefit of attention, and is triggered by a mismatch 
between physically deviant stimuli among a series of standard 
stimuli . In Niiiitiinen's (1990) model , this process is part of a fea
ture detector system that passes information about the physi
cal properties of a stimulus to a sensory memory store, where 
a neuronal trace is maintained and reinforced with repeated pre
sentations of the same stimulus . Each new stimulus is compared 
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with the trace, and if a mjsmatch is detected, the MMN gener
ator is triggered. The precise role of the MMN generator is to 
provide, at least for certain types or degrees of stimulus devi
ance, an interrupt or attention switching signal to higher, exec
utive mechani ms . In this way, executive mechanisms can shift 
attention to novel stimuli, whkh could be important for the 
organism, even though they are not in the current attentional 
et. Novak et aJ. (1992) further proposed that the automatic pro

cess takes priority in determining the timing of later operations, 
such as reaction times, whereas the attentionally controlled pro
cess takes priority in determining response accuracy . 

One controversial claim of Naatanen's model is that the 
MMN generator fully encodes information about stimulus fea
tures with or without attention. This claim is supported by exper
iments in which the MMN appears to be uninfluenced by the 
direction of attention. For example, deviant stimuli in the unat
tended ear during dichotic listening elicited MMNs that were 
comparable to those elicited in the attended ear (Naatanen et al., 
1978, 1980). In another experiment, subjects were asked to ig
nore auditory stimuli and read a book (Sams et al., 1985). Under 
these conditions, the MMN was elicited by deviants that differed 
from standards in frequency by less than 20Jo . 

The insensitivity of the MMN to attention was questioned by 
results of dichotic listening experiments that produced strong 
attentional demands by presenting stimuli at high rates (Wol
dorff, Hackley , & Hillyard, 1991}. Under these conditions, stim
uli that deviated from standards by an intensity decrement in 
the unattended ear produced a smaller MMN than that produced 
in the attended ear. Thls finding suggests that the MMN is either 
enhanced in attended channels or attenuated in unattended chan
nels . The earlier experiments showing insensitivity of the MMN 
to attention may be explained in part by insufficient focusing 
of attention away from the MMN-eliciting stimuli to make a 
measurable difference. The results of Woldorff eta!. (1991) fur
ther suggest that auditory information processing is influenced 
by attention before the eJjcitation of the MMN. However, these 
experiments did not completely rule out a contribution of the 
N2 component or target- and response-related processes to the 
attention effect on the MMN. 

More recently, the effects of attention on the MMN were re
examined under recording conditions that reduced the likelihood 
of confounding the N2 with the MMN (Naatanen, Paavilainen. 
Tiitinen, Jiang, & Alho, 1993). As in the earlier experiments, 
this experiment also involved dichotic listening and high stim
ulus rates. Additionally, a second (nontarget) deviant stimulus, 
which did not require a response, allowed elicitation of the 
MMN without contamination by target- or response-related 
processing. Attentional modulation of MMN amplitude was 
confirmed for intensity-deviant stimul.i. However, for frequency
deviant stimuli, no effect of attention on the MMN was ob
served. The authors concluded that it would be unparsimonious 
to infer that attention should modulate sensory inflow for the 
stimulus attribute of intensity but not frequency ; therefore, 
attentional modulation of the MMN for intensity deviants could 
only reflect gain control on the output of the intensity-deviant 
MMN generator . This explanation leads to the equally unpar
simoruous assertion that attention controls the gain of the MMN 
generator process for intensity but not frequency deviations. 

The preceding experiments raise three interesting questions 
about attentional modulation of the MMN. First, because sub
jects in the Woldorff et al. ( 1991) study responded to the at
tended deviant stimuli, it is possible that the differences in MMN 
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amplitude that they reported were augmented by a target effect 
on another part of the N2 component of the ERP measured in 
the attended ear. Second, in both studies, intensity decrements 
were difficult to detect, and their failure to elicit MMN could 
be at least partly related to their low intensity. Hit rates for the 
intensity-deviant stimuli were low (45- 70%) when they were 
attended. Thus, a large fraction of the unattended deviants may 
have been indiscriminable from other stimuli or from the back
ground. Third, attention to locations in space may operate dif
ferently from attention to other stimulus properties at a single 
location. The ability to attend to stimulus attributes, such as fre
quency, at a single location may require first learning to attend 
to the relevant dimension and then associating a response with 
the appropriate value of that dimension (Kahneman, 1973, p. 
99) . Thus, a test for attentional modulation using attention to 
attributes in a single location may be stronger and more general 
than that provided in a dichotic listening paradigm. 

We sought to address these questions by devising an experi
ment in which subjects listened to a mixture of an interesting 
narrative and a series of MMN-eliciting tones in central audi
tory space. Large stimulus differences in frequency between 
standards and deviants were used, and intensities were balanced 
so that hit rates were reasonably high and all stimuli were clearly 
discriminable. Attention was manipulated by asking subjects 
either to respond to target words in the narrative and ignore the 
tones or to respond to a deviant tone and ignore the narrative . 
The potential for confounding attention effects on the MMN 
with possible target- or response-related effects on the N2 was 
reduced by using two deviant tones- one that required a re
sponse and another that did not. MMNs for the nontarget 
deviants should renect only the effects of attention and not 
response-related processes. The results provide evidence for 
attentional modulation of the MMN elicited by frequency dif
ferences in central auditory space. When subjects attended to 
the tones, the MMN was more than twice as large as when sub
jects attended to the narrative. 

Method 

Subjects 
Subjects (five men, five women) were volunteer staff and col
lege students ranging in age between 18 and 43 years. Each 
subject completed and signed an informed consent and bio
graphical / medical history form. Only subjects with normal hear
ing (self-report) and who passed a pretest for discrimination 
of the experimental stimuli were allowed to participate (two 
subjects failed the pretest). All subjects were native English 
speakers. 

Tone Task 
The tone stimuli were tapered sinusoids with a duration of 
60 ms, cosine taper of 300Jo ( 18 ms rising and falling, 24 ms level) 
with equal intensities of 86 dB SPL, as measured with Bruel & 
Kjaer Model 2900 sound pressure level meter (B&K Corp . , Los 
Angeles, CA). The tones were arranged in a pseudorandom 
sequence of standards (800Jo) and two deviants (lOOJo each), with 
the restriction that the local probabilit.ies over successive 20-trial 
blocks were constant and that at least two standards were inter
posed between any two deviants. Standard stimuli had a fre
quency of 1200Hz. The high deviant frequency was 1400Hz and 
the low deviant frequency was 1000Hz. The interstimulus inter
val (lSI) was randomized, with a mean of 310 ms and a range 
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of 210- 410 ms. Subjects were instructed to respond to one devi
ant tone by pressing a key on a response pad with their right 
forefinger. 

Narrative Task 
In the narrative task, subjects attended to a recorded narrative 
(a commercial seminar on memory improvement techniques) 
averaging 65 dB SPL and were instructed to listen to the nar
rative and respond whenever they heard the target word and. 
The response was to increment a mental count of the target 
words. The average rate of the target word presentation was 10 
targets / min. 

Procedures 
The experiment was performed in two sessions: training and test
ing. During training there was a single condition : attend tones . 
During testing, there were two conditions: attend tones and 
attend words. In all conditions subjects were presented with a 
monophonic mixture of the tones and the narrative presented 
binaurally through calibrated headphones. In both conditions, 
data were collected in blocks containing 500 tones or about 
2.6 min of the narrative. In the attend-tones condition, subjects 
were instructed to respond to one deviant tone and ignore the 
tape. In the attend-words condition , subjects were instructed to 
respond to the target words and ignore the tones. The intensi
ties, proportions, and presentation rates of the tones were invari
ant across conditions . 

Subjects were given 2,000 trials of practice in responding to 
one of the deviant tones. Half the subjects were trained with the 
high deviant tone, and the other half were trained with the low 
deviant tone. The first I ,000 practice trials served as a pretest 
to determine whether subjects could discriminate the stimuli. 
The second I ,000 practice trials were presented jointly with a 
background narrative (a recorded fiction novel. averaging 65 dB 
SPL)- which subjects were instructed to ignore- to train them 
to respond to tones in the presence of a narrative. 

After the practice session, electroencephalogram (EEG) and 
electrooculogram (EOG) electrodes were applied to the subjects. 
The testing session began immediately afterwards . Testing pro
ceeded in 16 500-tone blocks in which the condition alternated 
between attend tones and attend words every four blocks, begin
ning with attend words. 

Task Performance 
Final levels of performance in the attend-tones condition were 
assessed in a separate posttest condition . Unlike the testing con
dition, performance was measured for deviant tones in eight 
500-trial blocks, and ERPs were not recorded. Each subject per
formed four blocks for each deviant tone (tones that had been 
targets and non targets in the ERP session for that subject) . The 
mean (SD) hit rate and mean (SD) reaction time for tones that 
had been target deviants were 86.90Jo (12%) and 436 ms (42 ms). 
respectively . For tones that had been nontarget deviants, the 
mean (SD) hit rate and reaction time were 79.9% (1607o) and 
473 ms (47 ms), respectively . Mean (SD) false alarm rates for 
tones that had been target and nontarget deviants were 5. 7% 
(307o) and 3.707o (207o), respectively. Mean (SD) d ' estimates for 
tones that had been target and nontarget deviants were 2.92 
(0.85) and 2.87 (0.82). respectively. 

Performance in the attend-words condition was assessed 
during the testing condition. About 25 target words occurred in 
each of the four blocks of the attend-words condition. Mean 
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(SD) hit rates and false alarm rates for word-counting perfor
mance across subjects were 91.5% (14%) and 4.1 OJo (7 .2%), 
respectively . 

EEG Recording 
The EEG from Fz, Cz, Pz (Jasper, 1958) and right mastoid (left 
mastoid reference) and the vertical and horizontal EOG were 
recorded while subjects performed the two test conditions. Sig
nals were amplified and band-pass filtered (0 .1-100 Hz) with a 
Grass Model 12 Neurodata Acquisition System then digitized 
continuously at 256 samples / sand stored by a computer using 
the Neuroscan system (Neuroscan, Inc. , Herndon , VA). Off 
line, epochs of I s duration, including a 200-ms prestimulus 
baseline, were extracted, and the vertical and horizontal EOG 
records were then used to reduce EOG contamination (Sem
litsch, Anderer , Schuster , & Presslich, 1986). In addition , any 
epoch containing residual artifact voltages exceeding 50 p. V at 
Fz, Cz, or Pz was rejected. Across subjects, the epoch rejection 
rate averaged 26%. 

ERP averages for each stimulus and experimental condition 
were created separately for each subject, arithmetically rerefer
enced to average mastoids, digitally low-pass fiJtered (windowed 
finite impulse response filter) , and adjusted for zero-median 
prestimulus baseline voltage. The low-pass filter cutoff fre
quency (-3 dB) was set to 12Hz to smooth the ERPs enough 
to allow for unambiguous location of peaks. This filter was 
linear in phase and did not delay the frequency components of 
the signal in the passband. Difference waves were computed by 
subtracting (a) the average ERP for standards from the aver
age ERP for target deviants (TG - STD) and (b) the average 
ERP for standards from the average ERP for nontarget devi
ants (NT - STD) . 

The dependent measure for ERP component analyses was the 
peak voltage in a fixed measurement interval for each selected 
component. We chose each measurement interval by graphically 
locating the peak and temporal extent of the presumed compo
nent in grand average ERP waveforms (Figure 1). Our interest 
was limited to the negative deflections that approximate latency 
and scalp distribution criteria corresponding to the MMN. At
tention effects on positivi ties such as the PI, P2, and P300 will 
not be discussed in this paper. For the ERP averages, the selected 
components were the Nl (105-180 ms) and the N2 (200-300 ms). 
Confirmatory analyses of Nl and N2 amplitude effects using 
the mean voltage within the measurement interval were also 
performed. 

Two broad negative peaks were evident in the grand average 
difference waves (Figure 2), which we labeled DNI (100-180 ms) 
and DN2 (200-300 ms). Among the single-subject TG - STD 
difference waves, at Fz, 8 of the 10 subjects had a clear peak 
in the ON I measurement interval for the au end-tones condition. 
Only three subjects showed a peak in the attend-words condi
tion . For the NT- STD waves at Fz, six subjects had a defined 
peak for the attend-tones condition and five had a defined peak 
for the attend-words condition . Where a peak was not defined , 
the ON I merged smoothly with the following DN2 or no deflec
tion was present. Similar individual differences in the occurrence 
of peaks in the DN2 range were observed . Therefore. we ana
lyzed the DN I and DN2 using the mean voltage in the measure
ment interval as the dependent measure. DNI and DN2 peak 
amplitude and latency effects will not be considered here . 

Repeated-measures analyses of variance (ANOVAs) of the 
dependent measures for each component were performed using 
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Flgun I. Grand average ERPs at Fz, Cz, and Pz for the standard (left), 
target (middle), and nontarget (right) tones in the attend-tones (solid 
lines) and attend-words (dashed lines) conditions. Standard and non
target tones were not responded to in any condition. Target deviants were 
responded to only in the attend-tones condition. X-axis is time; scale 
bar is 100m . Time zero marks the stimulus onset. Y-axis is voltage; 
scale bar is 2 )J.V; negalive is up. 

program 4V of the BMDP statistical package (Dixon, 1990). The 
significance level for all effects was .05, using degrees of free
dom corrected for violations of the sphericity assumption where 
appropriate (Geisser & Greenhouse, 1958). Scalp distribut.ions of 
components were compared by performing repeated-measures 
ANOVAs with electrode and component as factors and mean 
voltage in the measurement interval as the dependent measure . 
If the scalp distributions of the two components being compared 
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Flgun 2. Orand average difference waves at Fz, Cz, and Pz. Target
standard difference waves Oeft) were computed by subtracling ERP aver
ages for standard tone from tho e of the target deviant tones in the 
auend-tones ( olid lines) and attend-words (dashed lines) conditions . 
Nontarget-standard difference waves (right) were computed by subtract
ing ERP averages for standard tones from those of the nontarget devi
ant tones in the auend-tones (solid lines) and attend-words (dashed lines) 
conditions. X-axis is time; scale bar is 100 ms. Time zero marks the stim
ulus onset. Y-axis is voltage; scale bar is 2 )J.V; negative is up. 
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are different, then there should be a significant Electrode x 
Component interaction. To avoid confounding an effect of field 
strength with true differences in the shapes of the scalp distri
butions, we applied a multivariate normalization to the mean 
voltages across electrodes (McCarthy & Wood, 1985) . The val
ues for Fz, Cz, and Pz were normalized by subtracting the mean 
and dividing by the root mean square value. 

Results 

Grand Average Waveforms 

Standard tones. In both the attend-tones and attend-words 
conditions, grand average ERP waveforms for the standard 
tones (Figure I, left) contained a triphasic frontocentral PI 
N I- P2 complex . The N I was small in amplitude , as expected 
with short ISis (Nelson & Lassman, 1968). The peak of theN I 
also appeared late, but the mean latency we observed (Cz, 
attend-words: 158.4 ms) is consistent with the reported N I 
latency for ERPs elicited by binaurally presented unattended 
tones with short ISis (138-160 ms; Hansen & Hillyard, 1980). 
Peak amplitudes of PI and P2 appeared insensitive to the atten
tional manipulation , except for a possible P2 difference between 
the standard-stimulus ERPs. N I and P2 appeared to show la
tency increases and amplitude decreases when attention was 
directed to the words versus the tones. 

Target tones. Grand average ERPs for the target tones (Fig
ure I, center) contained a frontocentral P 1- N 1- N2 complex and 
a parietal P300 wave. The N I and P300 components both clearly 
have lower amplitudes in the attend-words condition than in the 
attend-tones condition. The P300 appears to be completely 
absent in the attend-words condition. In the attend-tones con
dition, the N2 component appears as a shoulder on the descend
ing limb of the Nl peak at Fz and Cz. In the attend-words 
condition, the N2 component appears as a peak following the 
N I, with a latency near 200 ms, and appears to be smaller than 
the N2 in the attend-tones condition . 

Nontarget tones. Grand average ERPs for the nontarget 
deviant tones (Figure I, right) contained a frontocentral PI 
N I-N2 complex. The N2 component appears smaller than the 
N2 in the target ERPs in the attend-tones condition. Positivi 
ties around 225 ms and 500 ms at Pz suggest small P2 and P3 
components in the attend-tones condition, but their amplitudes 
are questionably small. The ERP voltage for the attend-tones 
condition is greater than that for the attend-words condition 
between 100 and 400 ms at Fz and between 100 and 180 ms at 
Cz and Pz. 

Difference waves. Grand average difference waves for TG 
STD and NT - STD were computed as described above (Fig
ure 2). These difference waves show two negative peaks between 
100 and 300 ms at Fz and Cz, which we have labeled DNI and 
DN2. Although we will not present an analysis of DN I and DN2 
peak latencies, we note that at Fz, DN I had a mean latency of 
143.4 ms across the single-subject NT - STD difference waves. 
The corresponding mean latency of the DN2 was 242.4 ms . 

Average ERP Analyses 
Three-way repeated-measures ANOVAs were performed on the 
mean amplitudes of the N I and N2 components . The factors 
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Table I. Significant Effects on ERP Components 

Variable F dj f" 

Nl amplitude 
Attention (A) 15.2•• 1,9 
Stimulus (S) 15.7••• 2,18 0 .83 
Electrode 21.0 ... 2,18 0.98 
A X S 4.3• 2,18 0.82 
A X E 9.6•• 2,18 0 .65 
SxE 4.9• 4,36 0.62 

Nl latency 
Attention 5.5• 1,9 

N2 amplitude 
Stimulu 13 .9··· 2,18 0.98 
Electrode 12.6•• 2.18 0.65 
SxE 9.0 ... 4,36 0.64 
A x SxE 3.8• 4,36 0.82 

N2 latency 
Attention 6.5• 1,9 
A x E 7. 1" 2,18 0.68 

"Geisser- Greenhouse t used to adjust df for effects including stimulus 
or electrode . 
•p < .05. ••p < .01. •••p < .001. 

were attention (attend tones, attend words), electrode (Fz, Cz, 
Pz), and stimulus (standards, target deviants, nontarget deviants). 

Nl. For Nl amplitude (Tables I and 2), there were signifi
cant main effects of attention, stimulus, and electrode. There 
were also three significant two-way interactions: Attention x 
Stimulus, Attention x Electrode, and Stimulus X Electrode. 
Mean N I amplitude was maximal for target stimuli at Cz in the 
attend-tones condition (Table 2). The greatest attention effect 
also occurred for this stimulus and electrode. 

We examined the two-way interactions with a simple effects 
analysis of the effect of attention at pairs of stimuli and elec
trodes. No attention effect on N I amplitude was significant for 
the standard tones at any electrode. For target tones, there were 
significant attention effects at Fz, F( 1,9) = 7 .44, p < .0233, Cz, 
F( 1,9) = 9.67, p < .0125, and Pz, F(l,9) = 5.89, p < .0381. For 
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nontarget tones, significant attention effects occurred at Fz, 
F( 1,9} = 12.96, p < .0058, and Cz, F(l,9) = 9.84, p < .0120. 

ForNI latency (Table 1), there was a significant main effect 
of attention but no effect of stimulus or electrode nor any sig
nificant interactions. For most electrodes and stimuli, N I latency 
was shorter in the attend-tones condition than in the attend
words condition, although the differences appear to be largest 
for the standard stimuli (Figure I, Table 2) . 

Because of the attention effect of N I , we performed a con
firmatory analysis using the mean voltage of the single-subject 
ERP waveforms in the N I measurement interval as the depen
dent measure. As for the peak amplitude analysis, the main 
effect of attention was significant , F(l,9) = 12.87, p < .0059, 
as were the main effects of stimulus, F(2, 18) = 12.68, p < .0007, 
f = 0.87, and electrode, F(2, 18) = 17.99, p < .0001 , f = 0.88. 
In addition, the Attention x Electrode interaction was still sig
nificant, F(2, 18) = 12.62, p < .0014, f = 0.76, as was the Stim
ulus x Electrode interaction, F(4,36) = 4.82, p < .0131, f = 0.62. 
Unlike the peak amplitude measure, the Attention x Stimulus 
interaction was not significant for the mean voltage measure. 
The simple effects of attention for the deviant stimuli were rep
licated using the mean voltage measure of N I amplitude includ
ing target tones at all electrodes (Fz: F[1,9] = 7.15,p < .0255; 
Cz: F[ 1,9] = 15.11, p < .0037; Pz: F[1 ,9] = 6.07, p < .0360) 
and nontarget tones at Fz, F( 1,9) = 7.83, p < .0::?.08 , and Cz, 
F( 1,9) = 7.06, p < .0262. Thus the confirmatory analysis shows 
that the effects of attention on N I amplitude for the deviant 
stimuli are robust across measures . 

N2. For N2 amplitude, there were significant main effects 
of stimulus and electrode and significant interactions of Stim
ulus X Electrode and Attention x Stimulus x Electrode (Ta
ble 1). Mean N2 amplitude was greatest for the target deviant 
stimuli, with a maximum at Fz followed closely by Cz (Table 3). 

The interactions were examined with a simple effects analy
sis of the effect of attention at pairs of electrodes and stimuli . 
There were significant simple effects of attention on N2 ampli
tude for the standard stimuli at Fz, F( 1,9) = 45.80, p < .0001, 
and Cz, F(l,9) = 8.17, p < .0188, but these effects are question
able, given that mean N2 amplitudes for the standard stimuli 

Table 2. Mean (SE) Amplitudes and Latencies of the Nl 

Attend tones Attend words Difference a 

Amplitude Latency Amplitude Latency Amplitude Latency 
Electrode (~tV) (ms) (~tV) (ms) (~tV) (ms) 

Standards 
Fz - 0.3 (0. 1) 149.6 (6.8) - 0.3 (0.6) 163 .4 (4.6) -0.0 - 13 .8 
Cz - 0 .4 (0.2) 137.9 (5 .6) - 0 .3 (0.1) 158.4 (5 .8) - 0.1 -20.5 
Pz - 0.3 (0. 1) 144 .9(6.7) - 0.2 (0 .1) 159.9 (5 .9) -0.0 -15 .0 

Target s 
Fz - 2.2 (0.4) 145 .0 (3 .9) - 0.9 (0.2) 146.9 (7 .6) -1 .3" - 1.9 
Cz - 2.4 (0.5) 143 .0 (4 .8) - 0.9 (0.2) 145.3 (7 . I) - 1.5" -2. 3 
Pz - 1.4 (0.3) 136.3 (5 .4) - 0.5 (0.3) 147 .6 (6 .5) - 0.9" -11.3 

Nontargets 
Fz - 1.9 (0.4) 153 .6 (5 .4) - 1.0 (0.3) 150.5 (7 .4) 0.9•• 3.1 
Cz - 2.0 (0.4) 140.4 (4 .5) - 1.0 (0.3) 150.5 (7 .2) - 1.0" - 10. 1 
Pz - I. I (0.3) 139.4 (6 .2) - 0 .6 (0.2) 153 .9 (8 .2) - 0 .5 - 14.5 

"Differences were computed by subtracting values for the attend-words condition from values for the attend-tones condition . 
•p < .05 . ••p < .01 . •••p < .001 . 
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Table 3. Mean (SE) Amplitudes and Latencies of the N2 

Attend tones Attend words Difference• 

Amplitude Latency Amplitude Latency Amplitude Latency 
Electrode (~tV) (ms) (ltV) (ms) (~tV) (ms) 

Standards 
Fz 0. 1 (0. 1) 221.0 (12.2) - 0.2 (0. 1) 201.8 (1.3) - O.J••• 19.2 
Cz 0 .1 (0. 1) 257.7 (14 .2) - 0.2 (0 . 1) 201.8 (1.3) - 0.3• 55.9° 0 

Pz -0.1 (0.0) 257.7 (13.7) - 0 .2 (0 .1) 209 .6 (7 .7) - 0 .1 48 .1•• 
Targets 

Fz - 1.7 (0.4) 230.5 (10.5) - 0.9 (0.2) 211.2 (6.9) - 0.9 19.3 
Cz - 1.6 (0.3) 229 .2 (11.4) - 0.7 (0 .2) 206 .1 (3 .8) - 0 .9 23 .1 
Pz - 0.3 (0.3) 209 .6 (7 .4) - 0.2 (0. 1) 223 .7 (9 .5) - 0.2 - 14.1 

Non targets 
Fz - I. I (0 .3) 234.3 (14 .2) - 0.8 (0.2) 225.0 (11 .8) - 0.4 9 .3 
Cz - 0 .9 (0.2) 258 .5 (11 .6) - 0 .8 (0.2) 232 .4 (13.2) - 0.2 26.1 
Pz -0.3 (0.2) 227 .5 (12.0) - 0.4 (0. 1) 243 .6 (13.6) 0.1 - 16. 1 

0 0ifferences were computed by subtracting values for the attend -words condition from values for the attend-tones condition. 
•p < .05 . ••p < .01. •••p < .001. 

were not significantly different from zero at either Fz or Cz. 
At these electrodes, mean N2 amplitudes were negative in the 
attend-words condition and positive in the attend-tones condi
tion (Table 3), which would suggest the unlikely conclusion that 
attention to the tones led to a polarity reversal of the N2. How
ever, the grand average ERPs suggest that the N2 was not elic
ited by the standard stimuli . Thus, it is more likely that these 
simple effects reflect an attention effect on the P2 component, 
which was larger in the attend-tones condition than in the attend
words condition (Figure I). 

Focusing on the deviant stimuH, a simple effects analysis 
at pairs of electrodes and stimuli showed no significant N2 
amplitude attention effect for either the target or nontarget 
tones . The effects of attention for target stimuli at Fz. and Cz 
narrowly missed significance (Fz: Fll,9] = 4.72, p < .0580; Cz: 
F[l,9] = 4.62, p < .0600). 

For N2latency (Tables I and 3), the main effect of attention 
and the Attention x Electrode interaction were significant. How
ever , a simple effects analysis showed that these effects were 
confined to the standard-stimulus ERP averages . Significant 
attention effects on N2 latency occurred only for standard stim
uli at Cz, F(l,9) = 14.82, p < .0039, and Pz, F(l,9) = 12.50, 
p < .0064. These results are questionable given the nonsignifi
cant amplitude of N2 for standard stimuli and overlap of the 
P2 component (see above). No significant effects of attention 
on N2 latency for the deviant stimuli occurred at any electrode. 

Given the ambiguity of N2 peak definition in some of the 
ERP averages, the significant N2 latency variation , and the 
absence of N2 from the standard-stimulus ERP averages, a con
firmatory analysis was performed using the mean voltage in the 
N2 measurement interval as the dependent measure. This anal
ysis focused on the deviant stimuli only and the Fz and Cz elec
trodes only , where the P300 component does not cancel the N2 
negativity. Under these measurement conditions, there was a sig
nificant main effect of attention on N2 amplitude, F(l,9) = 5.17, 
p < .0491. No other effects or interactions were significant. 

Difference Wave Analyses 
Three-way repeated-measures ANOVAs were performed for 
baseline-to-oeak amplitude and latency measures of the DN I 

and DN2 components identified in the TG - STD and NT
STD difference waves (figure 2) . The variables were attention 
(attend tones, attend words), electrode (Fz, Cz, Pz), and stim
ulus (target, nontarget, i.e., first stimulus in the subtraction). 

DNI. For DNl amplitude, there were significant main effects 
of attention, F(l,9) = 7.88, p < .0205, and electrode, F(2, 18) = 
10.86, p < .0008, E = 0.65 . Mean DNI amplitude was greater 
at Cz and Fz than at Pz (Table 4) . At Fz and Cz, for the TG -
STD subtraction, DN I was three times greater in the attend
tones condition than it was in the attend-words condition. For 
the NT- STD subtraction, the magnitude of the attention effect 
at Fz and Cz was over a factor of 2. 

DN2. For DN2 amplitude, the main effect of attention nar
rowly missed significance, F(l,9) :: 5.06, p < .0511. The only 

Table 4. Mean (SE) Amplitudes (p.V) 
of the Difference- Wave Components 

Electrode Attend tones Attend words 

DNI , TG-STD 
Fz - 1.5 (0.4) - 0 .5 (0.2) 
Cz - 1.5 (0.4) - 0.5 (0.2) 
Pz. - 0 .9 (0 .3) - 0.2 (0.2) 

DNI, NT-STD 
Fz - 1.2 (0.3) - 0.5 (0 .2) 
Cz - 1.3 (0.3) - 0 .6 (0.2) 
Pz - 0.7 (0.3) - 0.2 (0. 1) 

DN2, TG-STD 
Fz - 1.3 (0 .4} - 0.5(0.1) 
Cz - 0.9 (0.4) - 0.3 (0. 1) 
Pz 0. 7 (0.2) 0 (0. 1) 

DN2, NT-STD 
Fz - 1.2 (0.3) - 0.2 (0.2) 
Cz - 0.8 (0.2) - 0.4 (0.2) 
Pz 0 (0.2) - 0 .2 (0.1) 

Difference• 

- 1.0 
- 1.0 
- 0 .7 

-0.7• 
- 0 .7• 
- 0 .5 

- o.s• 
- 0 .6 

0.6• 

- 1.0 .. 
- 0 .4 

0.2 

" Differences were computed by subtracting values for the attend-words 
condition from values for the attend-tones condition . 
•p < .05. ••p < .01. 
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significant main effect was electrode, F(2,18) = 12.11, p < .0014, 
E = 0.67 . Unlike DN I , mean DN2 amplitude wa greater at Fz 
than at Cz. There were two significant two-way interactions: 
Attention x Electrode, F(2, 18) = 11.78, p < .0018, f = 0.77, and 
Stimulu X Electrode, F(2,18) = 7.50, p < .0052, f = 0.94. These 
interactions were examined by testing the simple effect of atten
tion at pairs of stimuli and electrodes. The attention effect was 
significant for theTG - STDdifference wave at Fz, F( 1,9) = 5.82, 
P < .0391, where mean DN2 amplitude was over two times more 
negative in the attend-tones condition than in the attend-words 
condition. The positive difference observed at Pz for the TG
STD stimulus probably arises from the P300 component (Fig
ures I and 2) and also led to a significant attention effect, 
F( 1,9) = 6.24, p < .0339. The attention effect was also signifi
cant for the NT - STD difference wave at Fz, F( 1.9) =9.88,p < 
.0119, where mean DN2 amplitude was six times more negative 
in the attend-tones condition than in the attend-words condition. 

Scalp Topographies of Difference Negativities 
So far, the resuhs"suggest that the MMN contributes to the DN 1 
or the DN2 components, or both, and that attention modulates 
the amplitude of the MMN. However, because of the consid
erable temporal overlap of the N I with the DN I and the N2 with 
the DN2 it is difficult to rule out contributions of Nl- and N2-
related effect to the apparent attentional modulation of the 
MMN . For example, the DN I and DN2 attention effects could 
have been produced if there had been greater attention-related 
enhancements of N I and N2 amplitudes for deviant stimuli than 
for the standard stimuli. 

To rule out N I as a mediator of the DN 1 attention effect, we 
compared the scalp distribution of NI and DNI. To rule out 
N2 as a mediator of the ON2 attention effect, we compared the 
scalp distributions of N2 and DN2. We structured these com
parisons as two-way ANOVAs with electrode (Fz, Cz. Pz) and 
component (N 1. ON I: N2, ON2) as factors. 

N/ versus DNI. For Nl, the mean voltage in the Nl mea
surement interval for the standard stimulus ERPs in the attend
tones condition was the dependent measure. For ON I, the mean 
voltage in the ON 1 measurement interval for the NT- STO dif
ference wave in the attend-tones condition was the dependent 
measure. 

After normalization (see Method). both theN I and the ON 1 
showed a maximal negativity at Cz (Figure 3). However. rela
tive to the N I, normalized mean amplitudes of the ON I were 
greater at Fz and Cz and lower at Pz, indicating a more frontal 
maximum in the ON 1 scalp distribution. The main effect of elec
trode was ignificant, F(2,18) = 6.56, p < .0148, f = 0.75, as 
was the Electrode x Component interaction, F(2, I 8) = 4.37, 
P < .0417, f = 0.77. This interaction suggests that the DNI aries 
from a different, possibly more frontal source than does the N I 
component. 

N2 versus DN2. For N2, the mean voltage in the N2 mea
surement interval for the target deviant stimulus ERPs in the 
attend-tones condition was the dependent measure. For ON2. 
the mean voltage in the ON2 measurement interval for the 
NT- STO difference wave in the attend-tone condition was 
the dependent measure. 

The normalized mean amplitude of the N2 was maximally 
negative at Fz. whereas the ON2 was maximal at Cz (Figure 3). 
In this respect, the normalized scalp distribution of the ON2 
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Figure 3. Electrode x Component interaction plots for scalp clistribu
tion comparisons of N I versus ON I (upper) and N2 versus DN2 (lower). 
Circles/solid lines: ERP components. Triangles/dashed lines: difference
wave components. Mean voltages within the component measurement 
intervals were normalized . 

resembled that of the N I and the ON I, whereas the scalp dis
tribution of the N2 did not. The main effect of electrode was 
significant, F(2, 18) = 7.19, p < .0061, E = 0.94, as was the Elec
trode x Component interaction, F(2,18) = 8.84, p < .0041, E = 
0.83 . The interaction suggests that the N2 arises from a differ
ent, possibly more frontal source than does the ON2 component. 

Discussion 

Attentional Modulation of the MMN 
The most important results of this study are the attention-related 
differences in the amplitudes of the ONI and ON2 deflections 
in the TG- STO and NT- STO difference waves. In these dif
ference waves, when attention was directed toward the tones, 
mean voltages of the ON I and ON2 were two or more tjmes 
more negative than they were when attention was directed 
toward the narrative. Thus, the latency and scalp distribution 
properties of the ON I correspond to the MMN component, and 
the ON2 may also receive a contribution from the MMN com
ponent . Accordingly, our data provide evidence for attentional 
modulation of the MMN for frequency differences among bin
aurally presented tones. 

DNI. The ONI component falls within an interval that is 
known to contain an MMN elicited by frequency differences 
comparable to those we used . For example, using a 1000-Hz 
standard stimulus, May, Tiitinen. Reinikainen, and Naatanen 
(1992) found that MMN peak latency decreased from 200 ms 
with a frequency separation of 10Hz to 120 ms with a frequency 
separation of about 100 Hz. With separations greater than 
100Hz, peak latency of the MMN remained nearly constant at 
120 ms. The duration of the MMN leveled off near 115 ms for 
frequency separations greater than 40Hz. Thus. the MMN for 
a frequency separation of 200Hz should be found at 120 ± 
55 ms. This latency range considerably overlaps the latency range 
of our ONl component, 100-180 ms. 
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To conclude that the effect of attention on ON I amplitude 
i an effect on the MMN, we must rule out other possible ampli
tude enhancements in the latency range of the DN J. Such effects 
include N J enhancement (Hillyard, Hink, Schwent, & Picton, 
1973; Nalitanen & Picton, 1987) and PN (also called the nega
tive difference wave or Nd; Hansen & Hillyard , 1980; Nliatli
nen et al., 1978; Woods, 1990) . For these effects to explain our 
DN I attention effect, there must have been an interaction of the 
attention-related enhancement with stimulus type. If the same 
enhancement had occurred for standards and deviants, it would 
have canceUed in the ubtraction and could not explain our DN I 
effect. 

One possible source of a Stimulus x Attention effect inter
action is the different rates at which the deviant and standard 
stimuli occurred. A DN !-Like attention effect could have occurred 
if attention had produced more N I enhancement or PN for 
the lower rate deviant stimuli than for the higher rate standard 
stimuli. This explanation seems unlikely for two reasons. First, 
Parasuraman (1980) found no effect of stimulus rate on the slow 
negative shift , a PN-Iike component of the auditory ERP elic
ited in elective or divided attention conditions. Stimulus rate 
was varied from two stimulils to four stimulils, which includes 
the rate of our standard stimuli (about 2.6/ s). More recently, 
Teder, Alho, Reinikainen, and Nlilitlinen (1993) found that the 
PN is reduced in amplitude only at stimulus rates substantially 
hi gher than our rate fo r standard stimuli (e .g. , 6- 12/ s) . 

Another possible source of a Stimulus x Attention effect 
interaction is that more Nl enhancement or PN could have 
occurred for the target stimuli because their sequence formed 
a channel to which attention was selectively directed in the 
attend-tones condi tion. This explanation also is unlikely because 
the target stimulus rate was too low (about 0 .32/s) to create a 
well-defined channel upon which attention could be sustained . 
When relevant stimuli occur at low rates, the PN is greatly atten
uated , presumably because the PN results from a matching pro
cess that require an attentional trace whose strength depends 
on the stimulus rate (Aiho, Lavikainen, Reinikainen, Sams, & 
Naiitiinen, 1990). A related possibility is that the two deviant 
timuli formed a channel to which attention was directed in the 

attend-tones condition . This devia.nt-st imulus channel explana
tion i unlikely for the same reason - the combined deviant stim
ulus rate was too low to form a good channel (about 0 .65/s) . 
Moreover, this explanation is unlikely because the deviant stim
ulus frequencies (1000 and 1400Hz) were physically and percep
tually more different from each other than they were from the 
standard frequency (1200Hz). 

Yet another possibility is that the DN I attention effect was 
produced by an interaction of timulus-speci fic habituation of 
N I amplitude with attention-related enhancement of N I am
plitude. Stimulus-specific habituation of the N I component 
was described by Butler (1968) and is sometimes referred to as 
timulus-specific refractoriness (e.g . , Woldorff & Hillyard, 

1991 ). For example, a ONI -Iike attention effect could have 
occurred if the attention-related N I enhancement had been 
greater for less habituated stimuli (deviants) than for more habit
uated stimuli (standards). This would have produced greater Nl 
ampUtudes for deviants in the attend-tones condition than in the 
attend-words condition, which did occur. Woldorff and Hillyard 
(1991) found some evidence of an Attention x Stimulus-specific 
habituation interaction in a dichotic listening paradigm . How
ever, the direction of thi interaction for the negative difference 
in the latency range of the ON I (N 125/ Nd 125) was opposite of 
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what would be needed to explain our ON I effect. That is, there 
was greater attention-related enhancement of the more habitu
ated ERPs (such as our standard-stimulus ERPs) than of the less 
habituated ERPs (such as our deviant-stimulus ERPs). So it 
seems unlikely that this type of interaction could account for our 
DN I effect. 

Our scalp distribution comparisons provided additional sup
port for the DNI as MMN versus Nl enhancement. The Elec
trode x Component interaction analysis showed that the Nl and 
DN I scalp distributions were significantly different. The energy 
of the DN I electric field was distributed more frontally than was 
that of theN I , which is consistent with source localization and 
magnetoencephalographic data (Scherg et al., 1989; Tiitinen 
et al., 1993). Together with the preceding arguments, this result 
leaves only MMN as an explanation of our DN I attention effect. 

DN2. Several studies have shown that the MMN latency may 
extend into the range of the DN2 for frequency separations com
parable to those we used. For example, using 1000-Hz standards 
and a frequency separation of 150 ms, Niilitlinen et al. (1980) 
observed an MMN with a latency of about 175 ms. Scherg et al. 
(1989) found the MMN for a frequency separation of 100Hz 
at a latency of about 190 ms. With a greater frequency separa
tion (1000Hz), the MMN appeared to consist of two peaks: an 
early peak near 96 ms and a later peak near 132 ms. Using 
I 000-Hz standards and 1500-Hz deviants, Bottcher-Oandor and 
Ullsperger (1992) found the MMN between 100 and 250 ms, with 
a mea n peak latency near 200 ms. Magnetoencephalographic 
recordings of the magnetic equivalent of the MMN for a 100-Hz 
frequency separation with 1000-Hz standards placed the maxi
mum difference between deviants and standards between 200 
and 250 ms (Tiitinen et a l. , 1993) . When considered with the 
MMN duration data, these latency data suggest that the energy 
of the MMN component can extend to 270 ms. Thus the MMN 
may extend into the range of our ON2 measurement interval, 
200- 300 ms. Thus, latency estimates indicate that the ON2 could 
have received a contribution from the MMN . Our observation 
that the distinction between ON I and ON2 was not clear in all 
subjects also suggests that our DN I and DN2 measures reflect 
a range of individual MMNs at va rying latencies. It is also pos
si ble that our ON2 partly reflects the later MMNb source iden
tified by Scherg et al. ( 1989) . 

The same arguments used against a PN-based explanation of 
our DNI attention effect apply to our ON2 attention effect. The 
critical question about the DN2 is whether it can be wholly 
explained by an attention effect on the N2 component. This 
question is difficult to address using latency estimates because 
the N2 did not exhibit a well-defined peak in our ERP averages. 
Inspection of these averages suggests that the N2 was present 
only in the attended-deviant ERP averages but was slightly larger 
in the target-deviant ERPs than in the nontarget-deviant ERPs. 
Other work has also shown that the N2 is elicited by both tar
get and nontarget deviant stimuli in a ttended channels (Ritter 
et al., 1992) but is absent in unattended channels. This finding 
is consistent with the significant effect of attention on our N2 
mean voltage measure restricted to deviant tones and the Fz and 
Cz electrodes. Thus, we cannot rule out a contribution of N2 
to the ON2 attention effect. However, we did find a difference 
between the normalized scalp distributions of N2 and DN2, as 
shown by the significant Electrode x Component interaction. 
The normali zed sca lp distribution of the DN2 was fronto
central, with a maximum at Cz. This is the same general pat -
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tern shown by the N I and DN I. The N2, however, showed a 
maximum at Fz, which is consistent with the normalized N2 
scalp distributions reported by Ritter et al. ( 1992). Thus, from 
the expected latency range and duration of MMN and these scalp 
distribution differences, it appears that a portion of the DN2 
attention effect can be ascribed to the MMN. 

Relationship to Other Studies 
At least three other studies have recently reexamined the influ
ence of attention on the MMN. Our results are consistent with 
those of Woldorff et al. (1991 ), who found attentional modu
lation of the intensity-change MMN in a dichotic listening par
adigm. However, our results suggest that attentional modulation 
of the MMN is a more general phenomenon , which extends to 
binaural hearing and to frequency deviance. In addition, our 
DNI and DN2 effects for the NT- STD difference waves were 
based on stimuli that did not require responses from our sub
jects. Thus, unlike the Woldorff et a!. (1991) results, our DN I 
and DN2 attention effects cannot be discounted by response
related or target-related processing. Our data also show that even 
when the attended channel is defined by a complex set of attri
butes, such as those that distinguish a narrative from a tone 
sequence, a substantial attention effect on the MMN occurs. 

Our results are also consistent with those of another recent 
study, which also used binaural auditory stimuli and found a 
small enhancement of a frequency deviance-related negativity 
at Fz (probably the MMN) when attention was directed to audi
tory stimuli that were difficult to detect (Alho, Woods, Algazi, 
& NiHitanen, 1992). In contrast, our results suggest that a large 
relative reduction in MMN (a factor of 2 or more) occurs when 
attention is directed away from the eliciting stimuli within the 
auditory modality and instead is directed to another channel of 
auditory information. 

Our results differ in part from those of Naiitiinen et al. 
( 1993), who observed attentional modulation of MMN for inten
sity deviants but not for frequency deviants in a dichotic listen
ing paradigm that also included target and nontarget deviants. 
In reconciling their result with the aforementioned result of 
Alho et al. ( 1992), Niiiitiinen et al. ( 1993) concluded that the 
frequency-change MMN is elicited even in the complete absence 
of attention, but under some conditions its amplitude can be 
attenuated. Our results show that sustained withdrawal of at
tention from the MMN-eliciting stimuli in central auditory 
space is one more condition under which the frequency-change 
MMN can be attenuated. In addition to the binaural/dichotic 
distinction between our study and that of Niiiitanen et al. (1993), 
there were several other methodological differences. First, 
their stimulus sequences contained a mixture of intensity-deviant 
and frequency-deviant stimuli, whereas ours contained only 
frequency-deviant stimuli . Other potentially significant dif
ferences between their experiment and ours included a lower 
amount of frequency deviance (factor of 4), lower deviant stim
ulus probabilities (factor of 5), and lower interstimulus inter
val (factor of 3). A reconciliation of our results with theirs must 
consider whether auentional modulation of the frequency-change 
MMN depends on the mixture of deviant stimulus types, the 
degree of frequency deviance, the deviant stimulus probability, 
and the deviant stimulus rate. 

Theoretical Considerations 
Taken together with the studies that have shown attentional 
modulation of the intensity-change MMN, our results ques-
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tion the position that the MMN ignals a mismatch detection 
based on preattentive, automatic, and complete processing 
of physical or sensory stimulus properties. Instead, the MMN 
appears to be influenced by the operation of an early atten
t.ional filter in a way similar to that of other components of 
the auditory ERP. The role of an attentionally modulated mis
match detector in Naatanen's (1990) auditory information pro
cessing model is unclear. If the MMN can be attenuated by 
attentional control , as suggested by the data of Woldorff et al . 
(1991), then the mismatch process it represents may not be an 
all-or-none phenomenon but instead may signal some likelihood 
of a mismatch given the current level of attention to the elicit
ing stimuli. 

In his reply to an early version of the data presented by Wol
dorff et at. (1991 ), Naiitanen (1990, p . 262) argued that as long 
as attention is not required for the MMN to occur, the MMN 
generator can still subserve fully automatic mismatch detection . 
According to this view, attentional modulation could be "due 
to selective sensitization of the MMN generator itself rather than 
to larger-quantity or higher-quality sensory information being 
stored in the attended channel." 

More recently, Nii.atanen et al. (1993) clarified this view by 
arguing that attention might affect the gain of an amplification 
process that regulates the output of the MMN generator after 
the mismatch computation process is complete. ln this view, the 
amplitude of MMN does not necessarily reflect the quantity or 
quality of sensory information that is involved in mismatch 
detection. However, this view was based on the assertion that 
(a) it would be unparsimonious to conclude that basic process
ing leading to initial stimulus representations differs for inten
sity and frequency and (b) that the frequency-change MMN is 
insensitive to attention . Since both assertions are contradicted 
by our results, we think it likely that the amplitude variation of 
MMN reflects variation in the certainty of mismatch detection. 
Such variation could partly arise from effects of attention on 
the quantity or quality of sensory information available to the 
MMN generator. This view is also consistent with the demon
stration of attentional enhancement of ERP components, such 
as the P20-50, that precede the latency range of the MMN (Wol
dorff & Hillyard, 1991 ). 

The precise influence of attention on the MMN generator is 
still unclear. An at.tentional filter appears to change inputs to 
the MMN generator, but either inhibition in the unattended 
channel or enhancement in the attended channel could be in
volved. Also, a combination of inhibition and enhancement may 
be involved . This view is consistent with models of auditory 
selective attention that include inhibition of unattended chan
nels. For example, a model proposed by Hawkins and Presson 
( 1977) to account for peripheral recognition masking effects has 
a mechanism that selectively inhibits unwanted acoustic in
formation before this information gains access to an echoic 
sensory store. Selection of what to inhibit requires a frame of 
reference, which could be provided by a voluntarily maintained 
attentional trace such as that proposed in Nii.ii.tii.nen's (1990) 
model. The data suggest that the MMN in the unattended chan
nel is attenuated when the frame of reference for attentional con
trol is well defined. In all the experiments that have shown 
attenuated MMNs for unattended channels, the frame of ref
erence was continuous and natural for subjects to select. In 
lower rate dichotic listening or when using visual distractions 
such as reading, the frame of reference for auditory compari
sons is not continually or clearly defined. 
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Attentional modulation of the MMN does not rule out a role 
for the MMN generator in detecting and comparing sensory dif
ferences, as required for neuronal-mismatch initiation of the ori
enting response (e.g., Sokolov, 1975) or for phenomena such as 
the breakthrough of the unattended. Instead, the effect of atten
tion would be to render the output of the MMN generator more 
or less reliable for these purposes, depending on whether it oper
ated on attended or unattended inputs . In any case, the evidence 
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shows that attentional filtering is a flexible process that in
nuences the MMN generator and operates when attention is 
focused on spectral, intensity, and spatial stimulus attributes. 
Our data further suggest that this filter does not simply select 
the auditory modality or one location in auditory space; instead, 
this filter can select complex spectral patterns within a single spa
tial location. 
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